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In this work an atomistic multi-scale modelling approach is applied to study: (i) the kinetics of phase sep-
aration during thermal ageing of binary Fe–Cr alloys and (ii) the interaction of dislocations with Cr-rich
precipitates. The studies were performed varying the Cr content in the range of 12–18 at.% Cr and at tem-
peratures from 600 to 900 K, which is within the miscibility gap where phase separation occurs. Thermal
ageing was simulated using atomistic kinetic Monte Carlo techniques while the interaction of a disloca-
tion with Cr-rich precipitates was studied by molecular dynamics. In both cases the description of atomic
interactions was provided by the same semi-empirical interatomic potential, partially fitted to available
ab initio data. Both studies are combined to analyse the hardening of Fe–Cr alloys during thermal ageing.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

Fe–Cr alloys are the base for ferritic and ferritic/martensitic
(F&FM) steels, which have a wide range of applications as struc-
tural materials in aggressive high temperature environments, such
as gas turbines in conventional power plants, or key components in
future nuclear reactors. Binary Fe–Cr alloys and F&FM steels under-
go a–a’ phase separation if the Cr content, xCr, exceeds �9 at.% Cr
(henceforth %), in the region of temperatures potentially important
for technological applications (>700 K) [1–10]. The formation of fi-
nely-dispersed, nanometric-size, coherent Cr-rich precipitates in
the bulk and at dislocations is long since known to be the cause
of hardening and embrittlement of F&FM steels with xCr > 14% after
thermal ageing (so-called ‘‘475 �C embrittlement” [1–5]), as well
as, at even lower temperature and Cr content, under irradiation,
which is found to accelerate the phase separation process
[7,9,10], or possibly induce it [11–13]. Therefore, a quantitative
understanding of the kinetics of a–a’ decomposition and its impact
on mechanical property changes in Fe–Cr alloys is an important is-
sue to be addressed.

Experiments involving thermal ageing are time consuming (up
to years), especially at relatively low temperature (6800 K) and
at xCr near the solubility limit. For a rigorous and reliable study, dif-
ferent experimental techniques should be combined, which is
expensive. This is probably why very few experimental works pro-
viding detailed information about the different stages of a–a’
unmixing are available in the literature, particularly in Fe–Cr alloys
in the range of compositions of technological application in power
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plants, i.e. <20% Cr (most work on model alloys was devoted to the
study of spinodal decomposition, well above such concentrations,
see [14] for a review). Only a couple of small angle neutron scatter-
ing (SANS) studies were found on thermally aged Fe–20 Cr [6,8],
that reach a good level of detail, but are not backed by any other
relevant technique, such as tomographic atom probe (TAP). For
the rest, a few SANS studies exist on steels with less than 20% Cr,
but again not supported by other techniques and largely dealing
with irradiation effects, without tracing the microstructure evolu-
tion (only the final situation is reported) [9,10]. In experiments
involving irradiation it is in addition difficult to distinguish be-
tween the impact on mechanical properties of Cr-rich precipitates
and other irradiation-induced defects or other types of precipi-
tates. In thermally aged model alloys, only a couple of early at-
tempts have been done to correlate the kinetics of a’
precipitation with the corresponding hardening, but without actu-
ally using any real microstructural information [4,5].

While efforts are being made in the international scientific are-
na to fill this gap of missing experimental data, computer simula-
tion studies can contribute to the understanding of microstructure
evolution and its relation with mechanical property changes. The
degradation of materials due to a–a’ decomposition is a multi-
scale process, in which atomic-scale features (precipitates) or
phenomena (diffusion) directly impact macroscopic properties
(hardening, embrittlement). The timescale of precipitation under
ageing conditions is of the order of thousands or tens of thousands
of hours [1–5,7–10], whereas the response of the component to a
load exceeding the limits of resistance by plastic deformation is
provided in fractions of a second. Nowadays, it is widely accepted
that a multi-scale modelling approach may provide a practical
framework to tackle problems of this kind. More to the point, it
has been recently shown that existing hardening models and
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correlations (based on elasticity theory) are not suitable to prop-
erly treat the hardening effect due to small Cr-rich precipitates,
therefore requiring the use of atomic-level techniques [15]. In
the present work such an approach is used to attempt the study
of a–a’ phase separation during thermal ageing in Fe–Cr and its
impact on mechanical properties changes.

Atomistic kinetic Monte Carlo (AKMC) methods are used to sim-
ulate bulk thermal ageing in Fe–Cr crystals, where the cohesive
model is provided by a density functional theory (DFT)-based
interatomic potential. The atomic configurations after heat treat-
ment then serve as input for molecular dynamics (MD) simula-
tions, where the same interatomic potential is used to study the
effect of phase separation on the dislocation motion at the atom-
ic-level.

Eventually, the information thereby obtained could be trans-
ferred to mesoscopic models, such as dislocation dynamics (DD),
thereby bridging from the atomic/micro-scale to the meso/
macro-scale comparable with experiments.
2. Background and methodology

2.1. Appropriate cohesive model

The thermodynamic properties of Fe–Cr alloys are partially dri-
ven by a complex magnetic interaction [16], which is challenging
to model at scales beyond those accessible to DFT calculations.
Due to magnetism, a change of the sign in the heat of mixing oc-
curs, which is negative below a critical concentration and positive
above it. As a consequence, Cr atoms have a tendency to order or to
form clusters, depending on the alloy composition. Different DFT
approximations suggest the critical concentration to be between
4% and 10% of Cr [17–19]. For our study, it is essential that the
above mentioned properties are well reproduced by the cohesive
model implemented in the AKMC and MD codes.

In the literature three different DFT-based cohesive models ex-
ist that reproduce fairly well the Fe–Cr thermodynamic properties,
even though none of them includes magnetism explicitly [19].
These are: a concentration-dependent model (CDM) by Caro et al.
[20], a two-band model (2BM) by Olsson et al. [21] and a cluster
expansion model (CEM) by Lavrentiev et al. [22]. The two former
models are ad hoc extensions of the standard embedded atom
method (EAM) [23], where an additional term that depends on lo-
cal solute concentration is introduced. The CEM provides an energy
model for a rigid lattice, therefore making it unsuitable for MD
simulations where the displacement of the atoms from their equi-
librium lattice sites is of concern. Among the CDM and 2BM, the
latter is selected since it is the only model predicting a composition
of a’ precipitates in agreement with experimental observations
[19,24], i.e. containing a few percents of Fe [1–3,9,10,25–27],
rather than being pure Cr, as predicted by the other two models
[20,22].

2.2. Simulation of thermal ageing

The thermal ageing was modelled using a rigid lattice AKMC
technique [28]. The evolution of the system was driven by single
vacancy diffusion, performing migration jumps at a rate,

C ¼ n0 expð�Em=kBTÞ: ð1Þ

Here n0 is an attempt frequency (taken as 6 � 1012 s�1 indepen-
dently of Cr content and temperature), Em is the local atomic envi-
ronment (LAE)-dependent migration energy, kB is the Boltzmann
constant and T is the absolute temperature. The dependence of Em

on LAE was introduced as Em = E0 + DEf�i/2, where DEf�i is the total
energy change due to the vacancy jump and E0 is the excess migra-
tion energy [28,29]. E0 is taken as the migration barrier for an Fe
(Cr) atom exchanging position with the vacancy, calculated by
DFT (in the limit of dilute solution [30]): 0.65 and 0.55 eV for the
Fe and Cr species, respectively. In a body-centered-cubic (bcc) lat-
tice, eight possible sites (first nearest neighbours) are accessible
to the vacancy exchange jump (exchanges with farther neighbours
require much higher migration energy). Each jump corresponds to
one AKMC step. The related elapsed time at each jump, DtMC, is cal-
culated using the averaged residence time algorithm, as the inverse
of the sum of the eight possible jump frequencies [31].

The Cr-concentration xCr and temperature T were chosen to be
within the miscibility gap where a–a’ phase separation is expected
to occur, and also to be relevant for technological nuclear applica-
tions: 12–18% Cr and 600–900 K. Initially, Cr atoms were randomly
distributed in a bcc Fe matrix with size 40 � 40 � 40 cubic cells,
containing 128 000 atoms in total. The thermal annealing was sim-
ulated up to 1–2 � 1010 AKMC steps (depending on temperature),
until the coarsening regime is established (note that in the closest
experiments to our simulations only the coarsening stage is ob-
served [6,8]). This corresponded to a Monte Carlo time, tMC,
�130, 14, 4 and 1 s for 600, 700, 800 and 900 K, respectively,
whose correlation with real time is a debated matter [32]. Each
simulation was performed twice, using different seeds for the ini-
tial Cr distribution.

2.3. Microstructure analysis

The atomic configurations obtained from the AKMC simulations
were post-processed to characterize the precipitation process, by
applying the methodology developed by the authors in [24] to
identify non-pure coherent precipitates in concentrated solid solu-
tions. The latter is based on the assignment of an on-site concen-
tration (within fifth nearest neighbour shell) to each atom and
the selection of those with a concentration higher than a given
threshold (here 94% Cr). The bases for the selection of the threshold
are discussed in [24]. This allows precipitates to be identified and
therefore the size and density distribution at any AKMC step to
be calculated.

2.4. Simulation of dislocation-precipitate interaction

The hardening related to a’ precipitation has been explicitly
associated with obstruction of the edge dislocations motion mainly
[2], thus this type of dislocation-precipitate interaction has been
studied here using MD simulations. A 1/2[111] ð1�10Þ edge disloca-
tion (henceforth dislocation) was constructed following the proce-
dure proposed in [33] and set into motion by applying [111] ð1�10Þ
shear strain c at constant rate of 10�5 ps�1. The corresponding
stress–strain relationships were obtained by estimating the stress
acting on the fixed parts of the MD crystallite subjected to dis-
placement [15,33]. Nearly-spherical Cr-precipitates, with size and
density as found in the AKMC simulations, were placed in Fe–9
Cr matrices (almost temperature-independent a-phase composi-
tion after phase separation in the studied range of temperatures)
so that the dislocation intersected the precipitate at its equator.
Accounting for the precipitate size distributions obtained from
the AKMC simulations, reactions with precipitates of size that, var-
ied from 0.5 to 3.5 nm in diameter were considered. The reactions
were modelled in crystals with dimensions 28.9 � 19.8 � 24.8 nm3

and 41.4 � 19.8 � 24.8 nm3, along ½11�2�, ½1�10� and [111] direc-
tions, respectively. The centre-to-centre obstacle spacing, LD, was
28.9 and 41.4 nm. The simulation temperature was varied from
300 to 900 K. The MD integration time step was taken to be 5 fs
for simulations at 300 K and 1 fs at higher temperatures (i.e. 600
and 900 K). More details on similar simulations at lower tempera-
ture are given in [34].
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Fig. 1. The precipitate density as a function of Monte Carlo simulation time.
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Fig. 2. The average diameter of the precipitates as a function of Monte Carlo
simulation time.
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2.5. Analytical treatment of the yield stress

The motion of the dislocation in concentrated random Fe–Cr al-
loys was found to occur via propagation of individual segments
(with length around 10–30b), separated by some relatively strong
obstacles (presumably small Cr clusters) [34] at which the disloca-
tion line was pinned. In this situation, the stress–strain curve pre-
sents irregular peaks, due to the randomness of the dispersed Cr.
The density and strength of the pinning points along the disloca-
tion line varies while the dislocation glides through them. Thus,
the determination of the friction flow stress in the alloy becomes
ambiguous and simple averaging may not be suitable. An approach
proposed in [35] is therefore applied, wherein the flow stress is ob-
tained as

srand ¼
kBT
V

ln exp
Vs
kBT

� �� �
ð2Þ

where s is the stress coming from MD simulations, T is the simula-
tion temperature, V is the activation volume (taken as b3) and kB is
the Boltzmann constant. The averaging is performed over the simu-
lation time (long enough for the dislocation to cover a distance of
300b).

When simulating precipitate-dislocation interaction, on the
other hand, the critical stress needed to unpin the dislocation
can be obtained unambiguously by looking at the stress before
and after the dislocation is released. Each reaction was simulated
five times, varying the position of the precipitate in the matrix,
to allow for the effect of the local Cr distribution, accounted for
via the standard deviation. The average critical stress, sC, needed
to shear the precipitates was subsequently used to calculate the
strength, a, of the precipitates vs. diameter, dp, as

sC ¼ a
lb
L0

ð3Þ

here l is the shear modulus (70 GPa as in pure Fe [15]) and L’ is the
free dislocation passage distance (L0 = LD � dp i.e. edge-to-edge pre-
cipitate spacing). With the obtained a, the flow stress in a matrix
containing a random distribution of precipitates (assuming that
they are deformable obstacles, as suggested by static calculations
[34]) with a given density, Np, and mean size, �dp, can be estimated
as [36]

sP ¼ a3=2 lb

ðN�1=3
p � dpÞ

ð4Þ

Finally, to estimate the change in the flow stress, Ds, of the ran-
dom alloy with composition xCr and the same alloy after phase sep-
aration, the matrix depletion needs to be accounted for, so

Ds ¼ sFe�9%Cr
p � Dsrand ð5Þ

where the first term is the flow stress in the phase separated alloy
(i.e. 9% Cr background with the precipitate) and the second term is
the difference in the flow stress between the given xCr and the 9% Cr
random alloy. Note that here the two hardening effects related to
the solid solution and Cr-precipitates were assumed to be linearly
additive. The problem of the additivity of the solid solution and pre-
cipitate hardening is addressed in [15,37].
3. Results

3.1. Thermal ageing

Applying the analysis described in Section 2.3, the precipitates
were identified during thermal annealing and their density, Np,
and average diameter, �dp, are presented in Figs. 1 and 2 as func-
tions of tMC, for the two extreme Ts and all xCr here studied. In
Fig. 3, xCr in the matrix is plotted as a function of tMC. The combined
inspection of these figures enables a clear identification of the
three precipitation regimes, namely: nucleation, growth and
coarsening.

A dominant nucleation regime is identified by the initial steep
increase of Np and slow growth of �dp. The presence of the plateau
around the peak density Nmax

p and the simultaneous fast growth
of �dp and fast depletion of Cr from the matrix is to be attributed
to the onset of a growth stage. Finally, the decrease of Np and
simultaneous increase of �dp, with saturation of xCr in the matrix,
indicates the onset of the coarsening stage, at which larger precip-
itates grow at the cost of the dissolution of smaller ones.

It was found that Nmax
p increases linearly with xCr and decreases

with temperature, and that the corresponding �dp stays constant at
1.4 ± 0.1 nm, for all xCr and T here studied. This means that at ‘peak
time’ (the moment corresponding to the highest precipitate den-
sity in the system) only the density of the precipitates varies with
xCr and T and not �dp. To simulate precipitate-dislocation interaction
at the onset of the coarsening stage, 2 nm Cr-rich precipitates were
used. The densities corresponding to this size can be determined
from the above presented figures.
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3.2. Precipitate-dislocation interaction

The critical stress vs. precipitate size estimated from MD simu-
lations performed at 300 K in two crystals (with LD = 28.9 nm and
LD = 41.5 nm) for a regular square array of precipitates is shown
in Fig. 4a. The critical stress, sC, (expressed in reduced units, lb/
L0) increases linearly with dp, consistently with results of static
[15] and low temperature MD simulations [34], for this range of
precipitate size and density. For larger precipitates (keeping LD
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constant), when the Orowan condition is fulfilled, sC vs. size satu-
rates, as proposed by Scattergood and Bacon for edge dislocations
reacting with impenetrable obstacles [38], due to the self-interac-
tion of the dislocation arms.

In Fig. 4b sC is plotted as a function of temperature. Clearly, sC

scales exponentially with T in the range 300–900K. By increasing
T from 300 to 900 K, the stress drops almost by a factor two for
1 nm precipitates and by about 25% for 3 nm precipitates. How-
ever, the absolute amount of stress decrease is higher for larger
precipitates.

The friction flow stress for the edge dislocation moving in ran-
dom Fe–Cr alloys estimated using Eq. (2) at different temperatures
is shown in Fig. 5a. The estimation of the flow stress by simple
averaging resulted in approximately the same value, meaning that
the variation of the effective stress around its average is small. The
flow stress was found to decrease from 70 to 110 MPa at room
temperature down to 40–60 MPa at 900 K. These stresses are used
as reference data to estimate the increase in the flow stress for an
edge dislocation due to the presence of precipitates. This increase
in the flow stress, Ds, at Nmax

p and at the onset of the coarsening
stage, was estimated using the corresponding strength coefficients
for precipitate size-density distributions as obtained from AKMC
simulations (see Section 3.1). The flow stress increase estimated
at 600 and 900 K (temperatures considered in this study) vs. xCr

is shown in Fig. 5b. In general, Ds increases with xCr, and decreases
with T. Indeed, the higher xCr, the higher Np (especially at Nmax

p ),
and the higher T, the lower the precipitate strength (and Np).

The obtained results suggest that, at Nmax
p , Ds increases by about

250–300 MPa and by 180–230 MPa at 600 and 900 K, respectively.
At the onset of the coarsening stage (2 nm precipitates, with den-
sity about half of Nmax

p ) a further increase of Ds by about 100 Mpa
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is found, showing that the maximum hardness does not coincide
with Nmax

p .
4. Discussion

The AKMC model here-applied to trace the stages of a–a’ sepa-
ration is, from many points of view, an oversimplification. Some
terms contributing to define the free energy of the system, notably
those related to relaxation effects, are missing, as a rigid lattice en-
ergy evaluation is used. This means that contributions of vibra-
tional entropy are neglected, which change the Cr solubility
significantly at high temperature [19]. In addition, the use of the
approximate formula of [28,29], with LAE-independent excess
migration energy, to estimate the LAE-dependent migration barri-
ers, is known to be an oversimplification, as shown by Djurabekova
et al. [39]. The use of the real migration barriers may result in dif-
ferent kinetics of precipitation, thereby altering the densities and
sizes of precipitates here reported. Moreover, a direct comparison
of AKMC simulations with thermal ageing experiments is hindered
by the lack of a safe criterion to establish the correspondence be-
tween real time and Monte Carlo time, as discussed e.g. in [32].
The solution proposed in that work is that experimental data
should be used to establish the synchronisation. However, in the
present case the difficulty stems from the lack of adequate exper-
imental data. The closest experimental case to our simulations
concerns relatively pure Fe–20 Cr alloys thermally aged at 793 K,
reported in [6,8], where SANS was used to trace the precipitation
evolution. The shortest ageing time studied was 10 h [6] and from
then on only the coarsening stage was observed, thereby suggest-
ing that our AKMC simulations correspond to an ageing time, at the
corresponding temperature, on the order of a few hours. The re-
ported density of precipitates in the experiment after 10 h is about
2 � 1025 m�3, which agrees with the order of magnitude of the
peak densities reported here; the experimental size is less than
2 nm in diameter, again in agreement with the present work. Thus,
it may be concluded that even an oversimplified model such as the
one used here, provided that the thermodynamics of the system is
properly described by the applied cohesive model, is sufficient to
give a reasonable description of the process of a–a’ separation,
not only qualitatively (the three phases of the precipitation are
clearly distinguishable), but also quantitatively (the size and den-
sity are in reasonable agreement with experiments, if comparing
with the proper stage of the process). Nonetheless, it appears that
the calculation time required to reach the level of coarsening ob-
served in experiments after hundreds or thousands of hours is pro-
hibitive. In addition, the minimum density and maximum size are
limited by the size of the crystal used in the simulation.

Concerning our estimates of the hardening due to a’ precipi-
tates, again it is important to be cautious with the approximations
used. It is well known, for example, that Eq. (3) is valid only in the
case of relatively large break-away angles (in constant line-tension
approximation), when the contribution from the self-interaction of
the dislocation arms is negligible. When the edge-to-edge spacing
between obstacles decreases, the self-interaction becomes impor-
tant and the critical stress to unpin the dislocation from an impen-
etrable obstacle reads [38]:

s ¼ lb
2pL0

ðlnð1=dp þ 1=L0Þ�1 þ 0:7Þ ð6Þ

From previous static (i.e. 0 K) simulations of an edge dislocation
interacting with Cr-precipitates, it has been found that Eq. (3)
should indeed be replaced by Eq. (6) if LD/dp 6 8 for precipitates
with dp > 3 nm [15] and the LD used here; otherwise Eq. (4) pro-
vides acceptable agreement. However, even though the formed
precipitates were very small in size, their density was extremely
high, so the condition LD/dp 6 8 was not always obeyed. In addi-
tion, the effect of temperature on the self-interaction and conse-
quently on the reduction of the stress according to Eq. (6) is so
far unknown and limits its application.

Another problem is related to the actual precipitate size distri-
bution, since at the coarsening stage the spread around the mean
size increases significantly. Given that the strength of precipitates
depends significantly on size (and the temperature dependence of
the strength slightly varies with the size, too), the estimation of Ds
based on the mean size/density data is not fully rigorous. The
broad size distribution means that the dislocation would move in
a field of obstacles with significantly different strengths. A conven-
tional solution to this problem is to estimate the flow stress as (for
the case of two types of obstacles):

sX
1;2 ¼ sX

1 þ sX
2 ð7Þ

Here s1 and s2 are the corresponding flow stresses for the random
distribution of two types of obstacles with given densities and with
X varying from 1 to 2, depending on the relative obstacle strengths
[40]. Taking the extreme case (upper bound) of X = 2, representing
obstacles of comparable strengths, the flow stress estimated, for in-
stance, in Fe–15 Cr aged at 900 K increases by �100 MPa, as com-
pared to mean size/density estimations, if the actual size/density
distribution is used.

Clearly, both of these limitations of our estimates require, to be
removed, the use of a combination of MD with larger scale, ad-
vanced approaches, such as dislocation dynamics, capable of prop-
erly allowing simultaneously for all effects of obstacle randomness,
dislocation finite size and temperature. However, such a combina-
tion is not yet in place. Nevertheless, despite all the aforemen-
tioned limitations, it was found here, within the studied range of
xCr and T, an increase of the flow stress (for the edge dislocation)
of 170–270 MPa at the peak density and 270–420 MPa at the onset
of coarsening stage. These values are not incompatible with the
values of yield stress increase reported in [4] for Fe–14 Cr and
Fe–18 Cr alloys, thermally aged for 4800 h at 700 K and for
1488 h at 811 K, which amount to about 170 MPa (811 K) and
270 MPa (700 K) for the former alloy and to about 200 MPa
(811 K) and 490 MPa (700 K) for the latter. No microstructural
information is provided in the cited work, but it can reasonably
be estimated, by comparison with other available experiments
[6,8–10], that after such long annealing the precipitates will be sig-
nificantly larger and with densities about two orders of magnitude
lower. Therefore this comparison should only provide an estimate
for the order of magnitude of the yield stress increase.

5. Conclusions

A multi-scale modelling approach was followed to investigate
effects on mechanical properties from a–a’ phase separation in
Fe–Cr alloys relevant for structural nuclear applications. To do so,
a DFT-based interatomic potential was used in AKMC and MD stud-
ies to simulate thermal ageing and the effect of phase separation
on the dislocation motion, respectively.

In the AKMC studies the peak density was found to vary with T
and xCr in the range 1024–1025 m�3 but the average precipitate size
(at the moment when the maximum Np is reached) remains the
same (�dp ¼ 1:4 nm) within the error bar. The obtained size and
density distributions are in the range of experimental observations.

Within the xCr and T range of this study, the increase of the flow
stress for the edge dislocation is found to vary in the range of 170–
270 MPa for the peak density and 270–420 MPa at the onset of
coarsening stage, depending on xCr and T. In general, the higher
xCr, the higher the increase in flow stress and vice versa for T. It
was found that the peak hardening does not correspond with the
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peak density and further phase separation results in a further in-
crease of the flow stress. The flow stress increase obtained from
our simulations is found to be within the range of experimental
observations. The main limitation of our combination of models
consists in the prohibitive CPU time and box size required to sim-
ulate coarsening up to the level experimentally observed after
thousands of hours. This coarsening level is reached much faster
under irradiation and is therefore of relevance for nuclear applica-
tions. The open challenge is thus to develop similar models capable
of tracing the evolution of phase separation under irradiation
conditions.
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